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Computer Science Engineer from Paris (2013)

Bioinformatics PhD in Geneva in pharma industry (2019)

2 years independent research on NLP (twitter withheld content)

3 years wannabe founder, web app for real-estate market estimation

(Also some automated trading and storytelling)

About me



  

Joined Prof. Cai January 2024 in CELEHS
Research associate (senior postdoc)

Translational data science, learning health system
Analysis of electronic health records (hospitals visits)

Some of the big collaborators: Mass General Brigham, Veterans Affairs

Specific diseases studied: rheumatology, multiple sclerosis, Alzheimer

One big research area: transfer learning from large to small hospitals

Harvard Medical, CELEHS



  

50% suicide prevention, 50% lab level, multiple projects 

Suicide risk prediction, codified data + NLP on clinicians notes
csrp.mgh.harvard.edu

Dictionary codebook:
Map hospital variables to standardized classifications

Enhancing research apps by customizing RShiny with JS

Implementation quality, reproducibility (pharma quality processes)

My work at CELEHS



  



  



  

Building R / Python pipelines for 
biomedical semantic search

Part 1
The best of both worlds



  

- “Oh Thomas you could do us an Elasticsearch embedding based app 
right ?”

- “A what ?”

- “You previously did an app with Elasticsearch right ?”

- “Er yes… I was using a software that made use of ES…”

- “Ok great you’ll be fine”

Once upon a time



  

One duckduckgo search later
https://dylancastillo.co/posts/semantic-search-elasticsearch-openai-langchain.html



  

Remember those people who were saying ES would be useful when doing 
search on elements with many numbers of characteristics / indexes ?

You know how we’re using vector embeddings to represent words…

You should be able to search for words based on the embeddings 
directly !

“Oh I think I get it, oh wow”
(aka Eureka)



  

Word2vec and the latest natural language processing methods are not that 
different.

Let’s say you have a paragraph with several sentences…
Say each time two words appear in the same sentence,

you give +1 similarity to that pair of words.

You get a symmetric matrix with all your words pairs, and their similarities.

You can then use that matrix to ask:
“What are the 5 words most similar to word X ?” 

Crash course on embeddings



  

Methods like ChatGPT are slightly more sophisticated,
they train “neural networks” instead of just a similarity matrix.

But they do know that a lot of people like those similarity matrices,
 so even if it’s not at the core of the method,

 they still provide them because (some) people prefer to use that.

Ever heard about hallucinations ? My first scientific encounter:

Give 10 variables related to obesity (e.g. overweight, anorexia, bariatric surgery)
Ask to regroup them by class (synonyms, eating disorders, consequences)

After ~10 passes of prompt engineering, LLM includes a variable not given in list (bulimia)
Even with a RAG system prompt (“use only the list provided”)

My guess: the more prompt complexity, the higher risk of hallucinations 

Crash course on embeddings (2)



  

Consider you have a biomedical dataset…
You have, say, a few variables for 1000 patients over a few weeks

Something like body mass index, average heart rate etc.

You ask ChatGPT,
“I’m gonna give you a list of variables,

which ones should I study to best predict cardio-vascular diseases ?”
He will tell you maybe,

“Out of the 300 you gave me I think these 3 are the most relevant”
And then you’ll notice,

“Ah, but 2 out of 3 are not in the list I provided”

This is why we prefer to use embeddings:
less natural language understanding (e.g. negations)

but more control on output (hallucination free guarantee)

Hallucinating is bad



  

We have 1.4 M variables with text descriptions,
we build the similarity matrix between descriptions (aka embedding matrix),

then we can query new words and get the most similar ones (BGE based)

Our first embedding based app



  

How it’s built

1.4M
descriptions

Each description 
represented as 1000 

numerics, stored in ES

Indexing (done only once)
Pytorch / Langchain / Elasticsearch

Query a word

Querying
(every word typed in by a user)

Find closest words 
based on vector 
representations 



  

Pytorch enables GPU indexing, Langchain enables vectorization
Computing a word’s representation is fast, computing 1.4M representations can take a while.

If you do a naive for loop your GPU will be at 1% capacity
Langchain batches words together, gets your GPU at 100%.

→ 1.4M descriptions in 25min on a low grade GPU (RTX 4060, $300)
(I do recommend however getting everything right with a naive for loop for starters)

Elasticsearch enables easy querying
Native functions to perform cosine similarity search  

How it’s built (2)



  

The Python indexer

Done with Langchain

How it’s built (Python)



  

How it’s built (Docker / ES)
Use Docker Compose to connect to an 

independent ElasticSearch instance easily



  

How it’s built (RShiny JS)

A second “deployment” Docker Compose 
file uses the pre-indexed ES data and 

connects to R/Shiny

(Index locally with your GPU, then copy 
your ES data to your AWS Shiny server)



  

- “Can you use rather PubMedBert instead of BGE ?
Since it’s trained specifically on biomedical data it should be better”

- “Well I explored a few cases manually,
 BGE seems better, look at these examples: (…)

[and a while later]

- “You really need to try SAPBert, literature says it’s the best”

[“is a reprex provided ?”]

And this is where the fun begins



  

We often use clinician-curated known pairs to measure our prediction models’ performances

E.g. in our known pairs we have “Schizophrenia is related to Psychosis”
We query “schizophrenia”, if the top matches include “Psychosis”, +1 (or AUC)

This also helps us to automatically find good similarity thresholds,
we can use thresholds that correspond to 5 or 10% false positives, instead of raw similarity values

Out of the 1.4M descriptions, we have 20k pairs between 5k concepts

I would really like to avoid the previous two-step indexing + deployment,
 (you know, for reproducibility)

But, the thing is, I kinda hate mandatory indentation
Plus I already did an R package to do these models’ performances (check out kgraph)

I mean, Python is great and all, but I just want to do as much as possible in R

Automated evaluation !



  

But…

I already have a Docker Compose, called by a Makefile…

Should I rather do a Docker Compose calling a Makefile…

Or should I install R in the Pytorch Docker image… 
(Last time it failed after 2 hours of installation)

Or should I install Pytorch in a R Docker image…
(It’s gonna take 6 hours and the GPU will probably not work)

Automated evaluation (??)



  

“Ah yes, I’ll just do a Makefile,
 calling a Docker Compose,
calling a Makefile (or two)”

1. Build your evaluation dataset in R:
Subset your 1.4 M descriptions to the 20k 

included in your known pairs

2. Move the dataset to your Python folder

3. Index with Python,
store in ES with a Docker volume

4. From R, connect to ES,
 call your evaluation scripts

Automated evaluation,
 yes indeed



  

Automated evaluation, yes indeed

`make && cat relastic/*.txt`



  

“- Mhhh, no. BGE is still better.
The fine-tuned model we developed with the intern however…”

And a few minutes later



  

I observed that in the top matches for “schizophrenia”,
Most are good but, we also get “bacteria”, “leukemia”, “pneumonia”

The culprit is called tokenization.
The similarity is based on the suffixes,

It happens especially for words the original model encountered rarely in the training set.

The thing is, when you fine-tune a model,
it’s quite hard to get with a few GPUs something better

than what the original team has trained with thousands of GPUs.
Even if you input billions of biomedical pairs.

However, if you focus your fine-tuning on words with identical suffixes…
And have a devoted intern that knows Python… 

Fine-tuned BGE, in a nutshell



  



  

Building R / Python pipelines for 
biomedical semantic search

Part 2
The hidden agenda



  

Unified Medical Language System (UMLS):

→ Dictionary of ~5M codes / descriptions (CUIs) of diagnoses, medications etc.
→ We use it for NLP of clinicians notes, contains synonyms, plurals, acronyms…

→ Codes have relationships:
synonyms, parent-child, relatedness (e.g. medication “may treat” disease)

→ We want to perform roll-up 
(regroup rare codes in larger statistically useful groups)

Llama: Facebook’s “open-source” version of ChatGPT
(icymi) 

Using Llama for UMLS → Phecode



  

We want to use the parent-child relationships
to replace rare children concepts by their parents

→ e.g. “suicide by hanging” child of “suicide” child of “self-harm”

But how do we know which level to roll-up to ?
Can we avoid using the frequencies we observe in a specific study ?

Can we have a study-independent dictionary, useful for several projects ?
(rheumatoid arthritis, suicide prevention, multiple sclerosis)

First experiments with CUI rollup:
→ Use graph properties (subcomponents, degrees)

→ Decent but many very small groups 

Using Llama for UMLS → Phecode



  

The revelation:
→ Use the codified dictionary to guide the CUI roll-up

→ Start by finding exact string matches, map to corresponding group code (Phecode, ingredient)

Then use synonyms and parent-child relationships to map those with no string matches
→ 10% mapped globally, 1200 of the 1875 Phecodes, promising but not yet sufficient

One of the limitations:
“Suicide or self-inflicted…” (Phecode), “Suicide and self-inflicted…” (CUI)

We need to be careful with partial string matching
e.g. Type 1 Diabetes and Type 2 Diabetes

Using Llama for UMLS → Phecode



  

One of the core problematic:

Phecode:297 Suicide Ideation or Suicide Attempt
Phecode:297.1 Suicide Ideation Phecode:297.2 Suicide Attempt

→ We want the CUI mapping to follow this hierarchy,
we don’t want to map the same CUI to two different Phecodes

Using graph properties, good individual mappings,
but could not follow structure, same CUI for 297 and 297.2

I finally gave up and started taking the Llama road
→ Despite the risk of hallucination, but that’s actually not the worst part

Using Llama for UMLS → Phecode



  

Trying it out on Llama and ChatGPT:

“Here is a list of 30 variables, 
[perform first CUI filter with BGE embeddings]

Which one is best match for ‘Suicidal Ideation or Suicide Attempt’ ?”

Llama: Suicidal behavior
ChatGPT: Suicidal ideation

“Oh wow it works ! And Llama (3.1 7B) is better than ChatGPT (4o) ! FOSS !”
But…

Using Llama for UMLS → Phecode



  

But…

Once integrated in Docker Compose with API call:

“Oh no so sorry you are having those thoughts.
Here is the hotline: 1-800-TalkToMe”

(or “I cannot help you hurt yourself”, or “Suicidal ideation”, or…)

Even with a temperature parameter of 0 ??
(should be “more reproducible”) 

Using Llama for UMLS → Phecode



  

Annoying, but still the best we got
→ One big step was to include the variables we didn’t want in the prompt,

to take care of the cases where it was answering ‘suicidal ideation’
“Here is a list … You cannot use these variables: [297.1], [297.2]…”

After that, the safety answers were managed with a few loops in a while(TRUE)
→ Only one other case gave such “safety errors”: gynecology related

The decimal level Phecodes (297.1, 297.2) are mapped by string distance,
Then the integer level Phecodes with BGE + Llama

Out of ~300 integer Phecodes, using ~10 loops, only one stuck on a hallucination
→ The variable makes sense, but it’s not in the list I provided, and I’m unable to map it

→ But, it’s not one of my disease of interest, so…

Using Llama for UMLS → Phecode



  

So…
Works for me !

The word of the end:

“UMLS → Llama → Phecode,
it’s actually more about the safety than the hallucinations.”

Using Llama for UMLS → Phecode



  

Semantic search = Embeddings based = Vector search
→ First part of a RAG, hallucination free guarantee

To use LLMs in science, need to constrain and control
→ I did as much as possible with classic methods, before going to Llama
→ Even then, another mapping takes place after, filters out hallucinations

Known pairs and benchmarks are highly valuable
→ Takes domain experts a lot of time

→ Relevance to real-world needs, quality, difficulty

Summary



  

LLM parameters are like climate science and computer systems,
There’s so much components, not one expert knows them from top to bottom

→ Deep learning experts play on learning rate, LLM experts keep it fixed

→ I think in Llama, ~5 parameters that influence reproducibility,
still a long way to go before submission to FDA

Need to identify which of your application can make use of LLMs,
and which questions are useless since most likely will hallucinate

→ Asking questions about books is really bad in my experience
→ ChatGPT including references in outputs is really cool

Summary



  

Since we need to constrain and control, not every application will be useful

Young devs, please don’t think it is smarter than you
You are the one who is making use of it

It’s kinda like Wikipedia,
You’re not supposed to cite it if you haven’t gone back to the reference

Like great storytellers say,
You have to know the rules to know when you can break the rules.

Summary



  

Building R / Python pipelines for 
biomedical semantic search
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