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Prolog

Hey DALL-E, draw an image that illustrates how 
Large Language Models are being used in all 
aspects of modern society including marketing, 
health care, education, finance, etc. 

An Article of Interest https://dl.acm.org/doi/abs/10.1145/3571884.3604316

The main contribution of this paper is to show that openness is differentiated, and to 
offer scientific documentation of degrees of openness in this fast-moving field. 

We find that while there is a fast-growing list of projects billing themselves as ‘open source’, 
many inherit undocumented data of dubious legality, few share the all-important instruction-
tuning (a key site where human annotation labour is involved), and careful scientific 
documentation is exceedingly rare. 
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https://opening-up-chatgpt.github.io/

What does ‘open’ mean for LLMs 

• We have the source code for LLMs
• The algorithms used in the neural networks behind LLMs are well 

known
• e.g. Gradient Descent

The real question is: 
And what aspects of LLMs pertain to openness

A Shallow Dive in the Technology 
underpinning LLMs

Steps in building an LLM – each with options 
that are part of what ‘open’ means

• Lots of data

• Tokenizing the data
• ‘cat’, ‘dog’, ‘happy’, …

• Generate Embeddings(numeric vectors) from the tokens
• [.21, .34, -.04, .98, .87 ..         ]

• Use the embeddings as input to Neural Networks

Embeddings are the secret sauce behind LLMs
“Scale”

An embedding captures…

• Syntax
• Semantics
• Context and Relationships
• Word Co-occurrence
• Relationships and Analogies
• Hierarchical Information

How is this done?
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Neural Networks
Embedding values – syntax, semantics, etc. 

are learned by training on terabytes of data

authored by David Rozado

Tokenization
(words)

Embeddings -
(turning tokens into 
multidimensional vectors)

Embedding (Vector) Sizes
GPT-1 : 768
GPT-3 : 768 – 4096
GPT-4 : Not revealed !

Openness and Neural Network Design
• Number of hidden layers
• Size of hidden layers
• NNs use a variety of standard algorithms used to predict output

• Activation Functions (softmax, sigmoid, ..)
• Optimization (SGD, Adam, ..)
• Regularization (dropout, regularization, ..)

The neural network learns the best weights
to use between nodes. A fully open-source 
model will make the weights available.

GPT-4 has 175 Billion Parameters !

In addition to the data used, what else does 
‘open’ mean for an LLM
• Tokenization

• The input text is segmented into smaller units called tokens. These tokens could 
be words, subwords, or characters, depending on the specific tokenization 
scheme

• Embedding
• Each token is then mapped to a high-dimensional vector representation known 

as an embedding. There are a variety of embedding sizes and schemes.
• Neural Network

• Used to predict the next word in a sentence
• Neural networks are based on standard algorithms but there are a variety of 

ways to design and configure neural networks – number of hidden layers and 
number of nodes per layer

End of Shallow Dive

The European AI Alliance

• Technology should be human centric
• Passed by the European Parliament  – to be confirmed by EU 

member states
• For high risk applications (banking, food, ..) 

• Human supervision
• The right to question
• Publish the data used to create models
• Fines up to 35 Million Euros possible
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And in the USA …

The AI Alliance
Companies teaming up with academia to 
promote ‘open’ alternatives to OpenAI

• Meta, IBM, NSF,

• Linux Foundation, Hugging Face

and over 50 companies

The Frontier Model Forum
We're the Frontier Model Forum! An 
industry body dedicated to advancing the 
safe development and deployment of 
frontier AI models.

Apple, Amazon, Google, OpenAI

Hugging Face

• The "GitHub of machine learning" 
• An extensive library of over 300,000 models and provides access 

to a broad array of datasets uploaded by the community
• Spaces: allows users to create interactive, in-browser demos of 

ML models without needing extensive technical knowledge 
• Open Source and Accessibility: The platform's open-source 

nature and deployment tools significantly impact the accessibility 
of AI development.

Advantage of Open Models

• Fine Tuning
• Download a model with embeddings already created
• Use your own domain-specific data to continue to train the neural 

network
• Embeddings tailored to your use cases are updated within the model
• More accurate responses 

Option for all Models - RAG

• Retrieval Augmented Generation
• Provide your own data and ask your question
• Example: For the text enclosed in triple quotes, give me 5 bullet points 

that I can use in a powerpoint presentation. “”” text …..”””
• Example: For the text enclosed in triple quotes, create 10 multiple choice 

questions and place an asterisk after the correct answer.””” ..blah “””
• Also useful – include “Do NOT Hallucinate”

Postscript
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Bruce Schneier Takeaways
(from Zoom at Kwaai Conference)

• LLMs are not your friend

• Their language is seductive – they sound like us and we tend to trust 
those who sound like us

• They act as our agents – but they are double agents – created by 
companies that have their own agendas

Bruce Schneier’s Monthly Newsletter:
https://www.schneier.com/crypto-gram/

Reference to tracking openness article

Opening up ChatGPT: Tracking openness, transparency, and 
accountability in instruction-tuned text generators
• https://dl.acm.org/doi/abs/10.1145/3571884.3604316

• Website: https://opening-up-chatgpt.github.io/

Slides: http://s2.smu.edu/~coyle/slides/

Follow me at: https://medium.com/@coyle_41098/
Curated collection of LLM articles from medium.com
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