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Part 1: What is
Incident
Response
Management?



How many of us have been on call?




Software Development Life Cycle?

Building features Building features

Testing

Testing

Deploying Deploying

Happiness

On-call On-call

Time



Current generation internet-facing technology
platforms are complex and prone to brittle failure.
Without the continuous effort of engineers to keep
them running they would stop working -- many in

days, most in weeks, all within a year.

Stella report
https://snafucatchers.github.io



Things go wrong all the time

Nodes die

Processes leak memory

DNS resolution fails

Backward incompatible release
Disks out of space




Debug.. and coordinate!

IEEEEEEEEEEEEEEE




Stress of incident response impacts the human
body and mind

HUMAN FACTORS, 1995, 37(1), 32-64

Toward a Theory of Situation Awareness in
Dynamic Systems

Fine motor skills go out the window.
Field of vision narrows.

Short term memory is often shot.

Bias to make decisions faster and with
incomplete data.

MICA R. ENDSLEY,' Texas Tech University, Lubbock, Texas

This paper presents a theoretical model of situation awareness based on its role in
dynamic human decision making in a variety of domains. Situation awareness is
presented as a predominant concern in system operation, based on a descriptive
view of decision making. The relationship between situation awareness and nu-
merous individual and environmental factors is explored. Among these factors,
attention and working memory are presented as critical factors limiting operators
from acquiring and i ing i ion from the envi to form situ-
ation awareness, and mental models and goal-directed behavior are hypothesized
as important mechanisms for overcoming these limits. The impact of design fea-
tures, workload, stress, system complexity, and automation on operator situation
awareness is addressed, and a taxonomy of errors in situation awareness is intro-
duced, based on the model presented. The model is used to generate design impli-
cations for enhancing operator situation awareness and future directions for situ-

ation awareness research.

INTRODUCTION

The range of problems confronting human fac-
tors practitioners has continued to grow over
the past 50 years. Practitioners must deal with
human performance in tasks that are primarily
physical or perceptual, as well as consider hu-
man behavior involving highly complex cogni-
tive tasks with increasing frequency. As technol-
ogy has evolved, many complex, dynamic
systems have been created that tax the abilities
of humans to act as effective, timely decision
makers when operating these systems. The op-
erator’s situation awareness (SA) will be pre-
sented as a crucial construct on which decision
making and performance in such systems hinge.

In this paper I strive to show (a) the impor-
tance of SA in decision making in dynamic en-

 Requests for reprints should be sent to Mica R. Endsley,
Department of Industrial Engineering, Texas Tech University,
Lubbock, TX 79405.

vironments and the utility of using a model of
decision making that takes SA into account, and
(b) a theory of SA that expands on prior work in
this area (Endsley, 1988a, 1990c, 1993b). True
SA, it will be shown, involves far more than
merely being aware of numerous pieces of data.
It also requires a much more advanced level of
situation understanding and a projection of fu-
ture system states in light of the operator’s per-
tinent goals. As such, SA presents a level of focus
that goes beyond traditional information-
processing approaches in attempting to explain
human behavior in operating complex systems.

SA can be shown to be important in a vari-
ety of contexts that confront human factors

Aircraft. In the area with perhaps the longest
history, SA was recognized as a crucial com-
modity for crews of military aircraft as far back
as World War I (Press, 1986). SA has grown in
importance as a major design goal for civil,

© 1995, Human Factors and Ergonormics Society. All rights reserved.

Human Factors Study (1995)



https://www.researchgate.net/publication/210198492_Endsley_MR_Toward_a_Theory_of_Situation_Awareness_in_Dynamic_Systems_Human_Factors_Journal_371_32-64

When you're a smaller company its easier to
coordinate

Everyone uses open floor plans these — o]
days anyway. e



But Companies grow - | - Who owns this service?

Uber's microservice architecture circa mid-2018 from Jaeger



https://www.uber.com/blog/microservice-architecture/

https://fera.com.my/fire-drill-training-malaysia/



https://fera.com.my/fire-drill-training-malaysia/

As a company grows it needs an incident
response playbook

What is an incident?

An incident is an issue with a production system where any of the

following is true:
e There may be visible impact for customers What is incident response?

You need to involve a second squad to fix the problem

The issue is unresolved after an hour of concentrated analysi gy term thatdeseibes the|pracesses We follow when

something unexpected happens. It covers:
Roles and responsibilities
Bringing the right people together
o Keeping track of what'’s going on
e Communicating internally and externally
e Creating an understanding of why incidents occur so we can

avoid or minimise them in future

https://sre.qoogle/sre-book/managing-incidents/



https://sre.google/sre-book/managing-incidents/

Roles

Commander

The commander keeps the incident moving towards a resolution by
ensuring we are coordinating, communicating, and documenting.
Shield and support the investigator
Communicates for them
Helps with prioritization
Provides escalation and resourcing support

Investigator

The Investigator diagnoses and resolves the incident.
Determine impact
Identify temporary or permanent fixes to stop the bleeding
“Stop the bleeding” is a term used by paramedics to resolve the
immediate impact of heavy trauma first, rather than to seek a
perfect solution



o

The commander keeps the incident moving towards a resolution by

Tools

>
e

Commander

ensuring we are coordinating, communicating, and documenting.
e Shield and support the investigator

o Communicates for them

o Helps with prioritization

o Provides escalation and resourcing support

Investigator

The Investigator diagnoses and resolves the incident.

e Determine impact
¢ Identify temporary or permanent fixes to stop the bleeding
o “Stop the bleeding” is a term used by paramedics to resolve the
immediate impact of heavy trauma first, rather than to seek a
perfect solution
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The commander keeps the incident moving towards a resolution by

Tools

>
e

Commander

ensuring we are coordinating, communicating, and documenting.
e Shield and support the investigator

o Communicates for them

o Helps with prioritization

o Provides escalation and resourcing support

Investigator

The Investigator diagnoses and resolves the incident.

e Determine impact
¢ Identify temporary or permanent fixes to stop the bleeding
o “Stop the bleeding” is a term used by paramedics to resolve the
immediate impact of heavy trauma first, rather than to seek a
perfect solution




Part 2.
OpenTelemetry
and its
principles



Observability in IRM

31st December

War Room

CEO of Zomato tweets about New Year eve’s war room



https://twitter.com/deepigoyal/status/1741434365874233685

Where do | start?

Core resources first

CPU, Memory, Networks - k8s nodes, database services, etc
Basic services - what does everything else depend on?

CI/CD - when was the last deployment? What versions are out
there?


https://www.flickr.com/photos/visionshare/5768708711

Where do | start?

Core resources first

CPU, Memory, Networks - k8s nodes, database services, etc

Basic services - what does everything else depend on?

CI/CD - when was the last deployment? What versions are out

there?

/\/\/
Did you know: the prometheus community has written

exporters for many commonly used software already
é https://prometheus.io/docs/instrumenting/exporters/

/\_/\/


https://prometheus.io/docs/instrumenting/exporters/

Where do | start?

Core resources first

CPU, Memory, Networks - k8s nodes, database services, etc
Basic services - what does everything else depend on?

CI/CD - when was the last deployment? What versions are out
there?

Applications next &,
é Telemetry

Services implementing business logic



&,
é Telemetry

OpenTelemetry is a collection of APIs, SDKs, and tools. Use it to instrument, generate,
collect, and export telemetry data (metrics, logs, and traces) to help you analyze your
software’s performance and behavior.

OpenTelemetry is generally available across several languages and is suitable for use.



Instrumentation points

é Telemetry

OpenTelemetry is a collection of APIls, SDKs, and tools. Use it to instrument, generate,
collect, and export telemetry data (metrics, logs, and traces) to help you analyze your
software’s performance and behavior.

OpenTelemetry is generally available across several languages and is suitable for use.



Instrumentation points

tracer := otel.Tracer("test-tracer")

import ( // Attributes represent additional key-value descriptors that can be bound

context // to a metric observer or recorder.

"fmtt commonAttrs := [lattribute.KeyValue{

:102" attribute.String("attrA", "chocolate"),

"Zz/signal" attribute.String("attrB", “raspberry"),

wpime SDK attribute.String("attrC", "vanilla"), API
¥

""google.golang.org/grpc"

"google.golang.org/grpc/credentials/insecure" // work begins
ctx, span := tracer.Start(

"go.opentelemetry.io/otel" ctx,

""go.opentelemetry.io/otel/attribute"
""go.opentelemetry.io/otel/exporters/otlp/otlptrace/otlptracegrpc'
""go.opentelemetry.io/otel/propagation"
"'go.opentelemetry.io/otel/sdk/resource"

"CollectorExporter-Example",
trace.WithAttributes(commonAttrs...))
defer span.End()

sdktrace '"go.opentelemetry.io/otel/sdk/trace" for i :=10; i < 10; i++ {
semconv "“go.opentelemetry.io/otel/semconv/v1.24.0" _, iSpan := tracer.Start(ctx, fmt.Sprintf("Sample-%d", i))
"go.opentelemetry.io/otel/trace" log.Printf("Doing really hard work (%d / 10)\n", i+1)

<-time.After(time.Second)
iSpan.End()




o
&OpenTelemetry

Language

Traces

Stable

Stable

Stable

Stable

Stable

Stable

Stable

Stable

Stable

Beta

Stable

Metrics
Stable
Stable
Experimental
Stable
Stable
Stable
Stable
Stable

In development
Alpha

Experimental

Logs

Stable

Stable
Experimental

In development
Stable
Experimental
Stable
Experimental

In development
Alpha

In development



Instrumentation points

& , o
‘ Telemetry Ex: Collector (data pipeline)

OpenTelemetry is a collection of APIls, SDKs, and tools. Use it to instrument, generate,
collect, and export telemetry data (metrics, logs, and traces) to help you analyze your
software’s performance and behavior.

OpenTelemetry is generally available across several languages and is suitable for use.



Collector (data pipeline)

Microservices

OTel Auto. Inst.

OTel API

OTel SDK

Shared Infra

Kubernetes

.........................

3 @ OTel Collector

L7 Proxy

3 as

Client Instrumentation

F Managed DBs APIs

https://opentelemetry.io/docs

Observability
Frontends & APIs

Time Series
Databases

Trace
Databases

Column
Stores


https://opentelemetry.io/docs/

Instrumentation points

&, . ioeli
‘ Telemetry Ex: Collector (data pipeline)

signhals

OpenTelemetry is a collection of APIls, SDKs, and tools. Use it to-ihstrument, generate,
collect, and export telemetry data (metrics, logs, and traces) to help you analyze your
software’s performance and behavior.

OpenTelemetry is generally available across several languages and is suitable for use.



Signals

Low .
volume Metrics
Aggregatable
Tracing
Request
scoped
Logging
High Events
volume
A 4

https://peter.bourgon.org/blog/2017/02/21/metrics-tracing-and-logging.html



https://peter.bourgon.org/blog/2017/02/21/metrics-tracing-and-logging.html

There can be more signals...

Continuous profiling helps finding and
debugqging painful performance issues
down to the function and line of code.

Top Table

9.22 hours | 33.2 Tri samples (Time)
total (9.22 hours)
prometheus (9.22 hours)
runtime.goexit (9.17 hours)

github. cigitl github. con/proy github. con/pre scrape. P
github. cigit) github. con/pro github,

).sync.func3 (6.48 hours)
prometheus, pe. (xscrapeLoop).run (6.48 hours)

github. ci gitl github. con/proy github. con/prometheus/prometheus/scrape. (scrapeLoop) . scrapeAndReport (6.45 hours)
github.c git github.com/pro github.com/prometheus/prometheus/scrape. (xscrapeLoop) .append (4,73 hours)

githu github. con/prometheus/p

Flame Graph Both | b

runtime. gck
runtime. sys
runtime. gck

runtime.gct

github.ci | github.com github.com/prometheus/pr github.com/prometheus/p githu |git memegbody (45 runtime gith io.copyBuffer (1.31 hou runtime. sci
github.cc githu gitt github.c github.cor github.com/prometht githu |git githt bytes. (xBuffer) .ReadFro runti run
github.c git github github.com/promet githu githt io.(*LimitedReader).Rea
main.mai githu gith compress/gzip. (xReader
github.c gith compress/flate. (xdec
github.c git compress/flate. comj
github.c compres: con
github.c
github. ¢
github.(
github.
git

git




Semantic conventions

Defines a common set of attributes
which provide meaning to data when
collecting, producing and consuming it.

service.name SVC

db.connection string

db.instance.id

k8s.cluster.name service_name
k8s.namespace.name SsVC_name

https://opentelemetry.io/docs/specs/semconv/



https://opentelemetry.io/docs/specs/semconv/

Part 3: Query
patterns and

building the
stack.




Choosing storage

So far we've seen instrumentation and the data
pipeline. That's where OTel specifications and
implementations end.

BYO-Storage.

Let's see some examples from PromQL, LogQL
and TraceQL.



Query Patterns - Metrics

rate (
tempo request duration_ seconds_count{
job="query-frontend",
route=~"tempo api .*"

} [1m]

Req/s

75
70
65

60
08:00 09:00 10:00 11:00

12:00

13:00



Query Patterns - Metrics

Aggregate based on different labels

sum by (cluster, namespace) (
rate (
tempo request duration_ seconds_count{
job="query-frontend",
route=~"tempo api .*"

} [1m]



Query Patterns - Metrics

Percentiles

histogram quantile (
0.95,
sum (
rate (
tempo request duration seconds_ bucket({
job="query-frontend",
route=~"tempo api .*"

} [1m])



Query Patterns - Logs

Search for keyword - spot errors

{cluster="ops-us-east-0"”, namespace="loki-ops” = “error”

v A (toki-ops) OCoew

Kick start your query  Label browser  Explain query @ Builder Code

{cluster="ops-us-east-0", namespace="1loki-ops"} |= "error processing request'|

> Options Type:Range Line limit: 1000 ©This query will process approximately 2.0 GiB.

+ Addquery O Queryhistory (® Query inspector

~ Logs volume

loki-ops
60
0
20
o8:stis0 085155 o8:52:00 08:5205 085210 085215 o8:52:20 085225 o8:52:30 08:5235 os:52:40 08:52:45
logs Total: 104
Logs Logs Table
Time @D Uniquelabels @  Wraplines @D Prettify JSON @  Dedupiication  None  Exact  Numbers  Signature Display results  Newest first  Oldest first
Common labels: ops-us-east-8 loki-ops stderr Line limit: 1600 (104 displayed) Total bytes processed: 2.81 GB b Download v

> 2024-03-15 08:52:25.982 rror t5=2024-03-15T88:52:25.8972573752 caller=: _processor.go: msg=" BiifOr processing requests fron scheduler”

25.8972115532 caller= _processor .go:118 ter msg="EFFOFIBFOCESSINGIFEGUEREs fron scheduler”
err="rpc error: code = Canceled desc = context canceled” addr=10.137.29.112:9895

> 2024-03-15 08:52:25.982

> 2024-03-15 08:52:25.982 25.8972456387 caller= 110 nsg-" FFOTIPFOGESSANGITEqUEREs fron scheduler

> 2024-03-15 08:52:25.982 25.8972346242 caller= 110 ter nsg-"BRFORIBROCESSIRGIFERUESEs fron scheduler
d desc = context canceled 9095

> 2024-03-15 8:52:25.982 25.8972231252 caller=: _processor.go:118 nsg=" BFFGFIBFO6essINGIFEqUESEs from scheduler”




Query Patterns - Logs

Rate of increase in keyword over time - helps spot trends

count_over time (

{cluster="ops-us-east-0", namespace="loki-ops"}
|= "error processing request" [1lm]

= Outline Ioki-ops [0 spiit 83 Addtodashboard @ Last1minute UTC v @ D Live

v A (Ioki-ops) @0 ew i
Kick start your query  Label browser  Explain query @ Builder Code
sun(rate({cluster="ops-us-east-@", namespace="loki-ops"} |= "error processing request"[im]))

> Options Type: Range © This query will process approximately 1.8 GiB.

+ Addquery O Queryhistory @ Query inspector

Graph

Lines Bars Points Stackedlines Stacked bars

08:49:35 08:49:40 08:49:45 08:49:50 08:49:55 08:50:00 08:50:05 08:50:10 08:50:15 08:50:20 08:50:25 08:50:30
o

> Logs sample @




Query Patterns - Logs

Extensible schema - don't force early lock in

{cluster="ops-us-east-0", namespace='"tempo-ops"}

logfmt
client ip="192.168.0.10"

= Outline Loki-Ops. v [@ split Add v @ Lastlhour v @ D Live

v A (Loki-Ops)

Kick start your query  Label browser  Explain query @

{cluster="ops-us-east "tempo-ops"} | logfmt | pod_template_has!

, namespace:

> Options Type: Range  Line limit: 1000

+ Addquery O Queryhistory (® Query inspector
~ Logs volume

100 K

on25 01:30
= error Total: 2.57 Mil = info Total: 300K « warning Total: 684 K

Logs
Time @ Uniquelabels @  Wraplines @D Pretify JSON @  Deduplication  None  Exact  Numbers  Signature

Common labels: distributor ops-us-east-8 distributor tempo-ops/distributor distributor tempo-ops 67566dcd8s stderr true

Line limit: 106 reached, received logs cover 0.03% (1sec) of your selected time range (1h) Total bytes processed: 485 MB

> 2024-6-15 61:57:14.191 Level-error ts-2624-63-15T08:57:14.190886331Z caller=forvarder .go:89 ms
eue for tenant=1 and queue_name=metrics-generator: gueue is full”
> 2024-63-15 01:57:14.172 Level-error t-2024-03-15T08:57:14.1723229262 calle
eue for tenant=1 and queue._nane-metrics-generator: queue is full’
> 2024-03-15 01:57:14.145 Level-error t6=2024-03-15T08:57:14. 142344512 caller=forwarder .go:89 ms

“failed to push traces to queue

failed to push traces to queu

forwarder.go:89 msg="failed to push traces to queue’ tenant=1 err:

tenant=1 err-

® o

e @ i

Builder  Code

0 =

O This query will process approximately 3.4 GIB.

Display results

Newest first

Loki-Ops.

50KIII IIII IIII IIII I I III III III I I
u| I l [ ] n I n I | | I | | I I I I I
or00 ot05 o110 ors o120 o135 ot:40 onas or:50 orss

Logs Table

Oldest first

b Download +

tenant=1 err="failed to push data to qu

failed to push data to qu

failed to push data to qu




Query Patterns - Traces

Search for specific labels and latency

{ cluster="ops-us-east-0"” && namespace="tempo-ops” && duration > 2s}

= Outline ™% Tempo (tempo-ops) v [0 split B8 Addto dashboard (@ Last1minute UTC v @
v A (Tempo (tempo-ops)) o0 e
Query type Search TraceQL Service Graph Import trace
Build complex queries using TraceQL to select a list of traces. Documentation

{ resource.cluster="ops-us-east-0" && resource.hamespace:"tempmops" && duration > 2s}

> Options Limit: 20 Spans Limit: 3 Table Format: Traces
+ Addquery O Query history ~(® Query inspector

Table - Streaming Progress

State Elapsed Time Total Blocks Completed Jobs Total Jobs Progress

Done 647 ms 1 1+ I 100

Table - Traces

Trace ID Start time Service Name Duration
> 498b7d7aa66e4132 2024-03-15 09:02:27.629  tempo-querier Poller.Do 256s
> 6a2e180a85915 2024-03-15 09:02:26.656  tempo-querier Poller.Do 273s
¥ 6e788dal2ad1ebbb 2024-03-15 09:02:26.337  tempo-querier Poller.Do 230s
> 3bc26d84647d1f4b 2024-03-15 09:02:26.094  tempo-querier Poller.Do 2.49s
¥ 380cc3b92ccledS6 2024-03-15 09:02:25.681 tempo-querier Poller.pollTenantAndCreatelndex 2.83s
> 4b4b422eb61f3b05 2024-03-15 09:02:25.036  tempo-compactor Poller.Do 275s
> 511b1690cd12ca30 2024-03-15 09:02:24.068  tempo-querier Poller.pollTenantAndCreatelndex 249s

5 Ba?2a0d687920b8cdb 2024-03-15 09:02:23 09?2 tembpo-auerier Poller Do 2885 ¢



Query Patterns - Traces

Search based on structure of trace

{ span.http.route = "/api/failing" } >> { status

v A (Tempo (tempo-ops))

Outline ™% Tempo (tempo-ops)

Query type Search TraceQL Service Graph

Build complex queries using TraceQL to select a list of traces.

[0 Split 82 Addtodashboard @ Last5 minutes UTC v @

{ resource.cluster="ops-us—east-0" && resource.namespace="tempo-ops"} >> {status=error}

> Options Limit: 20 Spans Limit: 3

+ Addquery ® Query history

Table - Streaming Progress

State

Done

Table - Traces

Trace ID

> 5cd0280403fab41d

> a9%b3467848e1f17

> 66ac217766befba4

> fc8502671a9f05def1al...
> 1325a2286749380b

> ©9489e29d6ee007

> 5eb11c7f2142987

® Query inspector

Elapsed Time

178s

Start time

2024-03-15 09:03:48
2024-03-15 09:02:41
2024-03-15 09:02:36
2024-03-15 09:02:27
2024-03-15 09:01:51
2024-03-15 09:00:31

2024-03-15 08:59:41

Table Format: Traces

Total Blocks

Service
tempo-gateway
tempo-query-frontend
tempo-gateway
grafana
tempo-query-frontend
tempo-query-frontend

tempo-query-frontend

Completed Jobs Total Jobs

Q0 oew
Import trace

Documentation

Progress

: + I o

Name

HTTP POST - tempopb_streamingquerier_search
HTTP GET - tempo_api_traces_traceid

HTTP POST - tempopb_streamingquerier_search
HTTP GET /api/datasources/proxy/uid/:uid/*
HTTP GET - tempo_api_traces_traceid

HTTP GET - tempo_api_traces_traceid

HTTP GET - tempo_api_search

Duration

N4as

200 ms

452 ms

51ms

203 ms

240ms

307 ms

error }



Query Patterns - Traces

Arbitrary metrics from traces.

{ cluster = "foo" && namespace = "bar" && status = error }
| rate() by (span.customerID)



Traces - Query Patterns

Arbitrary metrics from traces.

{ cluster = "foo" && namespace = "bar" && status = error }
| rate() by (span.customerID)

{ cluster = "foo" && namespace = "bar" && status = error &é&
span.customerID = "7283895" }
| rate() by (span.http.api)

{ cluster = "foo" && namespace = "bar" && status = error &é&
span.customerID = "7283895" && span.http.api = "/helloworld"}
| rate() by (span.http.method)



Build on top of these query patterns!

Purpose built tools &
~ automation.




1. Alert on the right data

o]

88 General / Grafana Cloud SLOs ¥ ¢ i+ @ O last7daysuicy Q O 5m v
Data Source | Ops-cOrtex v \ cluster | prod-eu-west-0 v namespace || Al
Q Overall Performance (1d) Overall Performance (7d) Overall Performance (14d) Overall Performance (30d)
Alert for Symptoms, not causes * 99.994s 99.996+ 99.997- 99.997-
a8
v Access
. H ®
Ex: Alert for user impact and not on . StackStateSenvi
: . : AP 100.00+ - N
re Sta rt N g p (0] d S. Id e nt 1 fy S LOS 1 & | | eom——. 01260000 01270000 01280000 01230000  OV/3D0000  O1/310000 021010000
~ Alerting
Pl 1 L T T N A A
ettt furkeck 9 9 = 9 9 % 01/26 00:00 01/27 00:00 01/28 00:00 01/29 00:00 01/30 00:00 01/31 00:00 02/01 00:00
Confi
mesenns100.00% NG
01/26 00:00 01/27 00:00 01/28 00:00 01/29 00:00 01/30 00:00 01/31 00:00 02/01 00:00
~ Cortex

Writes

Drive adoption! mnns 99,99
s 99,97

~ DatadogProxy

Z‘Y:‘t:i 99.9%, 9 9 . 9 9 %
d
::jok:s 99.5%, 9 9 . 9 9 % *

P S S N B

01/2600:00  01/2700:00  01/280000  01/290000  01/3000:00  01/3100:00  02/0100:00

01/2600:00  01/2700:00  01/280000  01/290000  01/3000:00  01/3100:00  02/0100:00

01/2600:00  01/2700:00  01/280000  01/290000  01/3000:00  01/3100:00  02/0100:00

01/2600:00  01/2700:00  01/280000  01/290000  01/3000:00  01/3100:00  02/0100:00




2. App specific debugging workflows

Build debugging workflows with
knowledge of what the app does.

Is it a frontend app? Use Real User
Monitoring.

Is it a backend app? Use RED
metrics.

grafana-kowalski-app

Overview Errors Sessions

[ K6 Browser T filters +

Pageloads O TTFB ® FCP ® Lcp ® cLs ® FID ® INP

Time to First Byte First Contentful Paint Largest Contentful Paint Cumulative Layout Shift First Input Delay Interag

9 3 147 ms (Good) 3.99 s (poor) 5.55 s (poor) 0.21 (Needs improvement) 1ms (Good) 48 m
~. - - v - ~.
T " == : — =0 Vi [~

800ms  1800ms 1.80s 3.00s 2508 4.00s 010 0.25 100ms  300ms

Page Loads & Errors

2
olIIIIIIIII IIIIIIIIIIIIIIIIIIIIIIIII'IIIIIIIIIIIIIIIIIII IIIIIIIIIIIII‘

21:55 22:00 22:05 22:10 22:15
== Errors == Page Loads

Page Performance

Page ID TTFB FCP Lce
[algrafana-kowalski-app/apps 2106 ms 7 354s — T
Jalgrafana-kowalski-app/apps/* 105 ms o

Jalgrafana-kowalski-app/apps/*/errors 290 ms

Jalgrafana-kowalski-app/apps/new 1828 ms 4.45s 6.65s

Jalgraf i /session -




3. Automate change detection (logs)

OnCall: Overall External - SLO Burn Rate Very High Hide timeline ~ Rerun ¢ Return to list

Completed ©2 Timerange: 2024-01-18 00:58:30 - 2024-01-18 01:28:30 (®30m Originated from: ® Unknown

Investigation timeline  ®

05

04 i
01:00 01:05 01:10 0115 01:20

l} Interesting results  ~ ErrorpatternLogs % Interesting result
52 patterns found in error logs, 20 relevant

ErrorPatternLogs
NoisyNeighbors
yield Log Pattern 214 occurrences ®
<method>/oncall/integrations/<alphanum>/alertmanager/<alphanum>/heartbeat/ (<number>)<duration>
Response: "{\"status\":\"error\",\"errorType\":\"timeout\",\"error\":\"dial tcp<ip>:<number>
v Completed checks > 1 i/o timeout\"}\n" ws: false; Connection: Keep-Alive;<_><_><_><_>User-Agent:<_>Via:<number>.<number> @ [
google; X-Cloud-Trace-Context:<_>X-Forwarded-For:<ip>,<ip>; X-Forwarded-Proto: https; f
@ Failed checks > |

®

Log examples

d 7b89fdfd stderr

Common labels: log.go:168 prod: 0 g i gw cortex-gw ixr-pi
ﬂ) 15=2024-01-18T09:24:31.832734854Z caller=1log.go:168 level=warn traceID=7ef7e28fd2ddee9f msg="POST /oncall/integrations/v1/alertmanager
ﬂ) t5=2024-01-18T09:24:31.61837437Z caller=1og.go:168 level=warn traceID=7201654a3ef5b97b msg="POST /oncall/integrations/v1/alertmanager/
POST /oncall/integrations/v1/alertmanager

ﬂ) t5=2024-01-18T09:24:31.432570082Z caller=log.go:168 level=warn traceID=19fef1376aa24d77 ms
POST /oncall/integrations/v1/alertmanager

ﬂ) 15=2024-01-18T09:24:31.267029769Z caller=1og.go:168 level=warn traceID=103dd52b36aca968 ms:
ﬁ> 15=2024-01-18T09:24:31.196697926Z caller=10g.go:168 level=warn traceID=73e6e8653bd0ceac msg="POST /oncall/integrations/v1/alertmanager

https://iiemingzhu.github.io/pub/pjhe icws2017.pdf


https://jiemingzhu.github.io/pub/pjhe_icws2017.pdf

3. Automate change detection (traces ex.)

nnnnnnnnnnnnnnnnnnnnnnnnn
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...........

‘‘‘‘‘‘‘

zzzzzz

......

Corporate needs you to find the differences
between this picture and this picture.

1 héy're the same picture.




3. Automate change detection (metrics)

Cortex: Reads High Latency SLO

0.9975

0.995

0.9925

0.99

0.9875
0.985 In
0.9825

0.98
07:15 07:30 07:45  08:00 08:15 08:30  08:45  09:00 09:15 09:30  09:45 10:00 10:15 10:30 10:45 11:00 1:15 1:30 11:45 12:00

== sum(avg_over_time(grafana_slo_success_rate_Sm{grafana_slo_uuid="i2nsy1j6mpfoz6ipnginh"}[1m0s])) / sum(avg_over_time(grafana_slo_total_rate_Sm{grafana_slo_uuid="i2nsy1jémpfoz6lpnqinh"}[1m0s]))

Cortex: Reads High Latency SLI (per cluster)

1.02

09 ! i |
0ss |
0.86
07:15 07:30 07:45 08:00 08:15 08:30 08:45 09:00 09:15 09:30 09:45 10:00 10:15 10:30 10:45 11:00 11:15 11:30 11:45 12:00
== ops-us-east-0 prod-ap-south-0 == prod-ap-south-1 == prod-ap-southeast-O == prod-ap-southeast-1 == prod-au-southeast-O == prod-au-southeast-1 == prod-ca-east-0
== prod-eu-north-0 prod-eu-west-0 == prod-eu-west-2 == prod-eu-west-3 == prod-gb-south-O == prod-sa-east-0 == prod-sa-east-1 == prod-us-central-0 prod-us-central-5

https://qgithub.com/datastax-labs/hunter



https://github.com/datastax-labs/hunter

4. Forecasting

Hosted Grafana Request Rate

[ ® now-2wtonow+2w v |Q & @ Explore Create Alert Copy as panel  Details  Edit

Original query sum(rate(hggateway._client_requests_total[$__rate_interval]))
Predictions query hosted_grafana_request_rate:predicted

Actual query hosted_grafana_request_rate:actual

4500
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2500 ¥ ! h fl
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A WA e ) s
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1000

500

03/03 03/06 03/09 03/12 03/15 03/18 03/21 03/24 03/27 03/3(
== Predicted == Actual

https://github.com/facebook/prophet
https://grafana.com/docs/grafana-cloud/alerting-and-irm/machine-learning/



https://github.com/facebook/prophet
https://grafana.com/docs/grafana-cloud/alerting-and-irm/machine-learning/

15 Grafana Labs

If you found any of these useful, we are continuously improving our
open source software. Come talk to us at our booth or in our
community calls!




@ Grafana Labs

Thank you! Questions?



@ Grafana Labs



