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Proprietary
Clouds bring
Great Usability
at Great Cost
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Have We
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MORE MAINTAINABLE
BETTER SECURITY
MORE SCALABLE

v RISHABH

SOFTWARE

©2024 Percona

2020s

/X PERCONA



\‘“(

sma r|s
Linux /A

Operating

Systems

©2024 Percona L PERCONA



r<

dWsS Lo

CLOUD NATIVE

COMPUTING FOUNDATION

« Lock=-in with Cloud - Freedom to Run
Vendor Anywhere
Open source - Use Proprietary - Use Open Source
COtChe.S Up Sc.)lution:e. . « Cloud Is Commodity
Ag(] IN ° g:g:? Differentiated . customer
. « Choice of Vendors
tarn = He, . t_ T o
0I0 OO ORI s =
AL 5 &= T

©2024 Percona L PE RCONA



What is Cloud Computing?

An analogy: think of electricity services...

Giving Cloud
Its Originally
Intended Role

You simply plug into a vast electrical grid
managed by experts to get a low cost, reliable
power supply — available to you with much
greater efficiency than you could generate on
your own.

of
Commodity f =
Infrastructure 0 you on-demana and you pay only \451
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for what you use.
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amazon
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Open Source
olgle

Proprietary

Rise of Open Source

Open Source
Features

Performance

Reliability Closed Source

Time

12/51

https://momijian.us/main/writings/pgsql/forever.pdf
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Kubernetes
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Kubernetes is universally
available

Kubernetes is getting better
for stateful applications

Kubernetes Operators are
available for most popular
Open Source Databases




Data on
Kubernetes

Dataon
Kubernetes
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https://dok.community/

DoK workload %s are already high, and expected to increase
Leaders are chomping at the DoK bit

% of data workloads on k8s Expected increase in data workloads on k8s

Less than10% 1 Less than 10% I 3

Data on ol
10%-24% 11
Kubernetes 3 E
25%-49% 37
50%-74% 43
40% -14
75%-100% 8 50% or more -12 ﬁ 40% Leaders J

https://dok.community/wp-content/uploads/2022/10/DoK Report 2022.pdf
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https://dok.community/wp-content/uploads/2022/10/DoK_Report_2022.pdf

Satisfaction = Reality - Expectations
DoK is winning the expectations battle

Satisfaction with data workloads on Kubernetes

m Very satisfied Somewhat satisfied

Databases 64 96

And Happy . -

O bout Thdt Persistent storage o
(X X ]
Al/ML 58 o
Cl/CD 56 o5
Streaming / messaging 55 o6

0. In general. how satisfied are vou with using Kubernetes to run each of the following data workloads in vour organization? Use a scale from 1 to 5 where 5 means “verv satisfied” and 1 means “not at all
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KUBERNETES GROWTH AREAS

Focusing on non-application workloads, enterprises used an increasing variety of technologies. This reflects the need
to enhance Kubernetes with better observability, security, and service-to-service communications. Other

technologies enable specific use cases like CI/CD tools or databases.

Across all categories, open source projects rank among the most frequently used solutions.

+29% 2021 @ 2022
+48%

Quite a

[ 77%
growth in
Adoption! - B e
+35% +55% +33%
39%
36%
: 34%

OPENSOURCE DATABASE MESSAGING Cl/CD BIGDATA SECURITY SERVICE
MONITORING MESH

https://www.cncf.io/reports/cncf-annual-survey-2022/
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Which data workloads on k8s

Databases 76

Analytics 67 ﬁ 76% Leaders J

Al/ML 50

Persistent storage 45

Streaming / messaging 39 ﬁ 48% Leaders ]

Cl/CD 31

Databases on Kubernetes

© 2024 Percona



observe

Power of

g G
Kubernetes

Operators Operator
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- Day One Automation
Power of Installation and Initial Configuration

Kubernetes - Day Two Automation
Oper(]t()rs « Backups, Scaling, Self Healing, Upgrades
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Get look and feel for

Basics ?

Kubernetes with

Operators is

olgle

https://per.co.na/PXCMinkube
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https://per.co.na/PXCMinkube

Many Modern
DBaaS Are
Built on
Kubernetes

Operators €) crunchydata
/¥ planetscale
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Best Practices
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For Production
1 Use Deployment you

Operators

need to ensure great
“Day 2” Automation
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#2 Setup
zlle]g

Availability

PERCONA
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#3 Keep Persistent Volumes;

Persistent

Datc Local Disk or Fast
ersisient Remote Storage
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Local NVMe storage is cheap!

23
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#4 Keep Data

per Pod Small

PERCONA
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Kubernetes or Not

#5 Use Databases often
Appropriate P ”
Node Sizes need Blg Iron” more

than Apps
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#6 Configure

Resource
Requests and
Limits

PERCONA
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Shared resources Guaranteed QoS Dedicated node

Worker Node Worker Node Worker Node

e EEr e NN e EsEEsENEsENNINNeENNsEREENNeERERENNeERNERNeEEEREEs,  WEGEEEEEIENEENINENNIEENNENNNENNENIREsEREEIRENeEENIRENRRENREEERENERENERE,  SESEEEEEEENEEEENNEENEEEEeEENNEENeENNEIIeENNsENEsENIERRsRRIRRRRERIRRRRS,

- Allocatable . Allocatable Allocatable = Limits

Limits Limits = Requests
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3 Node Cluster Running

el on Single Physical Node
is not Great High

Availability Solution

Anti-Affinity
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Database
#sTuneyour [lConfiguration, Indexes,

Database

Queries needs to be
taken care of as usually
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Query
Analytics in
Percona
Monitoring
olple
Management

88 Query Analytics / PMM Query Analytics v¢ <

Filters

Environment

mytest

n/a

Database

n/a 99.98%
postgres 0.02%

pmm-managed <0.01%

Schema

tpeel
tpccd
tpec2
tpccd

tpees

25/ pageVv

1-25 of 310 items

PMM Query Analytics

Search by

[ RNO)

£ 4

17.49 load

Last12hours v Q@

88 Query Analytics = Services

© Copy Link
Query Count

1.76k QPS

© Add column

Query Time

9.95ms

5.71 load

4.73 load

1.73 load

1.27 load

0.50 load

0.45 load

0.42 load

0.27 load

0.27 load

0.19 load

0.18 load

18.80 QPS
187.74 QPS
18.80 QPS

. 18.80 QPS
_499.99 QPS
187.56 QPS
187.56 QPS
18.80 QPS
43.08 QPS

1.88 QPS

18.95 QPS

_303,55 ms
25.18 ms

91.89 ms

67.79 ms
994,08 ys

2.38 ms

2.22 ms

14.21 ms

6.16 ms
102.13 ms

9.64 ms
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Some Databases can
#9 be “Scaled Out” others

Understand

howtoscale i only “Scaled-Up™ and
Scaled for Reads
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Rescheduling Database
#10 Control Pod Can be Expensive,

Eviction with

LGV (SO better ensure it does
not happen too often
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#11 Do not
EXpose your
Database

unless you
have to

y -
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Data at Rest and
H19 Engble Data in Transit. Does

Encryption

not cause huge
Overhead those days
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Great way to pass
#13 Use database access
Kubernetes

Secrets credentials to your
application
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Clustering Does not
#1;10?59?& Eliminate need for
Backups backups. Do them. Good

Operators make it Easy
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Databases designed to be

#15 Consider run on Cloud Native
New .
Generation Infrastructure are Coming

Databases - Vitess, Neon, Yugabyte,
TiDB
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=16 CPU
Ccholces

Arm can be increasingly performant and cost
effective in the cloud
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=1/ Pick Rignt
Kupernetes
deploynent
Moge

Managed and Self-Managed
both have their merits
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=218 Monitor
Utilization

Spreading pods over more nodes than needed can be
expensive
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) delivery

‘
® db-main

o <

® kafka-zookeeper

® order-db
g -

) front-end - 9K

erver

@ rabbitmg-s

o ® user
® recommendations

/

@ load-test
\’
Q user-db

#19 Observe...

coroot X2 https://coroot.com
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https://coroot.com/

What are

yours ?




6 <>

Day 1 and Day 2 Automation, Toil UX is Different, Requires
Reduction Similar to DBaa$s Kubernetes Expertise

Beyond Kubernetes Operators?




Status Database name Technology Number of nodes Namespaces

o Up mongodb-app . 6097
@ innislizing mysqlwp T\ 2032242
© Up mongodb-dev-1 . 6097 o » N f DATABASE SUMMARY
. 1. Basic Information
e n @\ Rt T\ 8022242 Basic information e
r C O O Provide the basic information for your new database.
© Up postgresql-staging (ﬂ 161
Namespace
— Connection DB Cluster p app
Host posigresql-s1aging pgbouncer.dev.sve (=1}

Port s Number of no

Username > 23 ""‘:“Y Database type
Disl

Password
External Acce MongoD8 PostgreSQL
Monitoring

Display name

DBaaS bases

on
Kubernetes

https://docs.percona.com/everest/index.ntml
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Future
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DA

Kubernetes 3

Cluster

karmada

% Star 3,981

Open, Multi-Cloud, Multi-Cluster Kubernetes Orchestration
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Automatic
Volume Size
Management

222222222222






Auto Suspend Suspend Idle Database Nodes, wake up when request
(For Development) B YOSE

©2024 Percona 49






Thank you, Let's Connect!

https://www.linkedin.com/in/peterzaitsev/
https://twitter.com/PeterZaitsev
http://www.peterzaitsev.com
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