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About me

EM for PG OSS 
contributors/committers 
team.

Started with porting 
Linux to new ;-) MIPS, 
SH4 boards and 
device drivers !!

~22 years industry 
experience

Naturesoft (Embedded)

HP (HPC, Parallel 
filesystems) 

Storsimple (Hybrid cloud 
storage)

Microsoft (Storsimple, 
Kubernetes, Flex PG service, 
OSS PG)

One of the most 
exciting part of my 
day – interacting with 
top PostgreSQL folks. 

Have come to share 
the lessons learned 
on PostgreSQL 
memory 
management.
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Process based architecture

Postmaster

Wal writer

Background
writer

Checkpointer

Connections

Auto vacuum 
launcher

Currently, POSTGRES runs as one process for each active 

user. This was done as an expedient to get a system 

operational as quickly as possible. We plan on converting 

POSTGRES to use lightweight processes available in the 

operating systems we are using

- “The implementation of POSTGRES”. M. Stonebraker, L. A. Rowe, 

and M. Hirohama. Transactions on Knowledge and Data Engineering 

2(1). IEEE. March 1990.



Memory types

•Shared 
•Local
•Kernel



Shared memory

• Static
• Dynamic



Static memory
• Create
• Locking
• Examples:

• Buffer pool
• SLRU
• WAL buffer



Creation
• SysV memory
• Mmap

Postmaster

Child process 
(e.g.: checkpointer)

Address 
space

mmaped 
shared anonymous 

memory (MAP_SHARED)
fork

Hugepages ?



Lightweight Locking – slow path

Shared 
memoryP1 P2

Lock

LWLockAcquire()

Atomic memory 

operations
LWLockAttemptLock ()

Lock wait Q

PGSemaphoreLock ()

LWLockQueueSelf ()

Semaphore

Queue

Wait

• Short lived situations in contrast with heavy 
weigh locks 

• DB literature it’s generally called latch
• Shared or exclusive
• No deadlock detection
• In future could be built on top of futex ?



Buffer pool

Buffer blocks

Buffer descriptors

Buffer 
Strategy 
Control

Buffer
Access
Strategy

FirstFree

LastFree

Next
Victim

Clocksweep
Buffer 
Hash 
Table

Most frequently & recently
BufferAccessStrategy useful for Scan resistance

• Sequential
• Vacuum

CLOCK algorithm 1960s Multics ?
Future? CAR built-in scan resistance

Clocksweep

ReadBufferExtended 
Usage count goes up to 5



Bufferpool contents



Other shared memory

• WAL buffer
• SLRU



DSM – Dynamic shared memory

DSA – Dynamic shared memory areas
• Memory allocator built on top of DSM
• Primarily started for parallel hash join.



Process local memory
• Interface - MemoryContext
• MemoryContext{Alloc, Realloc, Reset, Delete}
• Implementations 

• Allocation Set - standard 
• Slab (large equally sized objects) – logical replication

• CurrentMemoryContext always point to current



Hierarchy and error handling
• Hierarchical context

• Top Memory Context 
• Cache Memory context

• Parent and Child free interlinked 
• Exception

• Set jump
• Memory freed on error

• Child parent
• Set as parent after allocations



Kernel memory consumption

• Typical process consumption – page table, stack etc.
• Double buffering in page cache



Configuration
• shared_buffers
• work_mem

• Executor nodes of the query 
• Parallel workers
• User sessions
• Partitions

• huge_pages – on, off, try
• Overcommit settings 

sysctl -w vm.overcommit_memory=2



Related views 
• pg_shmem_allocations
• pg_backend_memory_contexts



Extensions & Tools

• pg_buffercache
• pg_prewarm
• pmap (Linux)



Projects
Ideas/unmerged

• Invalidate buffer cache – patch is out
• Memory shrink/expand – serverless, overbooking (anyone ? ☺)
• Memory accounting & limiting
• Merge SLRUs into buffer pool
• RelCache cleanups.
• Improve allocation speeds
• New buffer pool replacement algorithm.
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